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A
lchemists of yore sought
to short-cut their way to
richness by finding ways
to convert metals into

gold. Today, it appears that the job
of finding a quick pathway to
prosperity has been taken up by
data scientists. Alchemists, of
course, failed to transmute cheap
metals into gold, but data scientists
may be sni�ng success.

Today, it is possible to take data
sets of quarterly results of a com-
pany, daily high, low and close prices
and traded volumes, as well as eco-
nomic data, news and sentiment
analysis, and use the data to train a
machine learning model to make
predictions. The model essentially
sees patterns that we would miss. 

Data scientists first clean up the
data (filling in any missing values
and removing outliers) and make it
usable by a model. Then they select
a deep learning technique (like
Long Short-Term Memory) or Con-
volutional Neural Networks, for
milking the data for insights. LSTM
is particularly appropriate for time
series data, such as historical stock
prices, because it can remember
previous information and use it to
make predictions. Then the model
is trained. The training process in-
volves making the model adjust its
parameters to reduce the gap
between its own predictions and ac-
tual stock prices. Then comes valid-
ation of the model, using a separate
set of data to verify the model’s ac-
curacy. 

In broad terms, AI and deep
learning predict stock prices by ana-
lysing historical data, identifying
patterns and making future price
forecasts. This involves collecting
and pre-processing data, selecting
and training appropriate models,
making predictions, and continu-

ously evaluating and refining the
models to improve their accuracy
and reliability. 

HITTING THE MARK

In the last few years, a lot of work
has been done in this area, with each
model getting better than the
earlier ones. A recent work in this
area by three data scientists, Jaydip
Sen, Hetvi Waghela and Sneha Rak-
shit, of the Department of Data Sci-
ence and Artificial Intelligence at
the Praxis Business School, Kolkata,
has thrown up a model that boasts
of 95.8 per cent accuracy in predict-
ing the next day’s stock prices. 

Sen, Waghela and Sneha used
Long Short-term Memory (LSTM),
which is a special kind of artificial
neural network used in deep learn-
ing, designed to remember informa-
tion for long periods of time, for “ac-
curate stock price prediction”. In a
recent paper (which is yet to be
peer-reviewed), they note that “des-

pite the e�cient market hypothesis
suggesting that such predictions are
impossible, there are propositions
in the literature demonstrating that
advanced algorithms and predictive
models can e�ectively forecast fu-
ture stock prices.” They add that in
recent times, the use of machine
learning and deep learning systems
has become popular for market
price prediction. 

Sen, Waghela and Rakshit believe
that an LSTM model could predict
stock prices better than other tech-
niques such as convolutional neural
networks that has been used by oth-
ers earlier. “This model automatic-
ally retrieves historical stock prices
using a Python function, utilising
stock ticker names from the NSE
within a specified interval determ-
ined by a start and end date.” 

They took historical prices of 180
stocks across 18 sectors, between
January 1, 2005 and April 23, 2024.
They trained the data on LSTM

model to make predictions. They
used three metrics — Huber Loss,
Mean Absolute Error and Accuracy
Score — which give an idea of how
wrong a prediction could be, to as-
sess the performance of their
model. For a model to be accurate, it
must have low values for Huber loss
and MAE, and a high value for the
accuracy score.

GOLDEN INSIGHT

Sen Waghela and Rakshit observed
that their LSTM model yielded the
minimum value of Huber loss for
the auto sector, the minimum value
of MAE for the banking sector, and
the maximum value of accuracy
score for the PSU banks sector.
“Hence, the model is found to be the
most accurate for these three sec-
tors,” they note. On the other hand,
Huber loss and MAE are the max-
imum for the media sector and ac-
curacy score is the minimum for the
energy sector. Therefore, the per-

formance of the model has been the
worst for media and energy sectors
on the three metrics. 

However, overall, the model’s
performance has been highly accur-
ate, since the lowest value of the ac-
curacy score is 0.958315. “In other
words, in the worst case, the model
correctly predicted the direction of
movement of the price (upward or
downward) of the stock the next
day in 95.83 per cent of cases. Thus,
the model can be reliably used in
stock trading decisions,” they say. 

The use of deep learning tech-
niques for making stock predictions
will call for radical changes in regu-
lations, so that the market does not
get skewed in favour of those who
know how to use techniques at the
expense of those who don’t. 

FORECASTING GROWTH

Using deep learning
to predict stock
prices gains
momentum

THE NEW ALCHEMISTS. Data
scientists achieve 95.8% accuracy
with LSTM models
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Researchers have found a new way to
utilise carbon dioxide.

Polyoxometalates (POM), a class of
synthesised nanomaterials, consisting
three or more transition metals linked
together by shared oxygen atoms.
Scientists at the Institute of Nano Science
and Technology (INST), Mohali, have found
out that a POM called 4-aminopyridine is
useful for photocatalytic conversion of
carbon dioxide (CO2). POMs can convert
CO2 and amines into formamide

derivatives by
activating the CO2

molecule and
promoting its
reaction with the
amine substrate.
POMs exhibiting
photocatalytic
activity can initiate

and accelerate chemical reactions under
light irradiation, says a press release. This
property is particularly beneficial in the
context of CO2 utilisation, it says. Using
POMs as photocatalysts aligns with green
chemistry principles by reducing the need
for stoichiometric reagents and minimising
waste while utilising CO2 as a reactant. This
contributes to more sustainable chemical
processes. Moreover, POMs as
photocatalysts are easily available and are
cost-e�ective materials, the release says.

New photocatalysts turn 
CO2 into valuable resource

A new study has investigated the influence of
Kindlins — adapter proteins that exist the
inside cells of vertebrates in various cancers.
Since this protein is central to many signalling
pathways, targeting it could lead to new
cancer treatments that address multiple
aspects of the disease at once. 

Kindlins also transfer extracellular
mechanical cues to biochemical signals inside
the cells. They do this by physically interacting
with structural proteins, receptors and
transcription factors, triggering a cascade of
chemical signals within the cell. Structural
disruptions in these proteins can have a
major impact on mechanochemical
signalling, leading to disruptions to
homeostasis — a state of balance among all

the body systems
needed for the body
to survive and
function correctly.

Kindlins may
undergo mutations
when exposed to
innumerable
chemical and

physical carcinogens like nicotine, ultraviolet
rays and many more. Such mutations can also
potentially disrupt global mechanical
homeostasis within cells. 

To understand the role of Kindling in
turning normal cells into cancerous ones, a
team from SN Bose National Centre for Basic
Sciences in Kolkata, an autonomous institute
of the Department of Science and
Technology (DST), collected data of 10,000
patients with 33 cancer types from The
Cancer Genome Atlas. (The Cancer Genome
Atlas is a landmark cancer genomics program
that molecularly characterised over 20,000
primary cancer and matched normal samples
spanning 33 cancer types.)

The researchers led by Debojyoti
Chowdhury working under the guidance of
Prof Shubhasis Haldar found that Kindlin 1
regulates the immune microenvironment in
breast cancer cells and that cancer-specific
metabolic regulation is governed by Kindlin 2. 

Kindlins, the key to
multi-target cancer treatments

M
any of us are used to
setting alarms with
Siri, asking Google

for nearby restaurants or
telling Alexa to turn up the
lights. Even if we don’t use
these AI-powered assistants
ourselves, we often see oth-
ers using them. However,
when it comes to complex
tasks, like drafting an email to
the boss, the results can be
ba�ing or even a confusing
mess. This stark di�erence in
outcomes raises an import-
ant question: Do large lan-
guage models (LLMs) — the
brains behind our virtual as-
sistants and chatbots —
really perform as we expect
them to?

LLMs have become the
cornerstone of modern AI
applications. Models like
OpenAI’s GPT-4, Google’s
Gemini, Meta’s LLAMA, are
capable of generating hu-
man-like text, translating
languages, writing code and
even crafting poetry. The ex-
citement around LLMs

stems from their ability to
handle a diverse range of
tasks using a single model.
This versatility o�ers im-
mense potential — imagine a
model helping a doctor sum-
marise patient notes while
also assisting a software en-
gineer in debugging code. 

However, this very di-
versity also presents a signi-
ficant challenge — How do
we evaluate such a multifa-
ceted tool? Traditional mod-
els are typically designed for
specific tasks and evaluated
against benchmarks tailored
to those tasks. But with
LLMs, it’s impractical to cre-
ate benchmarks for every
possible application they
might be used for. This raises
an essential question for re-
searchers and users alike:
How can we gauge where an
LLM will perform well and
where it might stumble? 

THE LLM DIELEMMA

The crux of the problem lies
in understanding human ex-
pectations. When deciding
where to deploy an LLM, we
naturally rely on our interac-
tions with the model. If it per-

forms well on one task, we
might assume it will excel at
related tasks. This general-
isation process — where we
infer the capabilities of a
model based on limited inter-
actions — is key to under-
standing and improving the
deployment of LLMs.

In a new paper, MIT re-
searchers Keyon Vafa, Ashesh
Rambachan, and Sendhil
Mullainathan took a di�erent
approach. In their study —
‘Do large language models
perform the way people ex-
pect? Measuring the human
generalisation function’ —
they have explored how hu-
mans form beliefs about LLM

capabilities and whether
these beliefs align with the
models’ actual performance.

To start with, the research-
ers collected a substantial
dataset of human generalisa-
tions. They surveyed parti-
cipants, presenting them
with examples of how an
LLM responded to specific
questions. The participants
were then asked whether
these responses influenced
their beliefs about how the
model would perform on
other, related tasks. This data
collection spanned 19,000
examples across 79 tasks,
sourced from well-known
benchmarks like the MMLU
and BIG-Bench. 

On analysing the data us-
ing sophisticated natural lan-
guage processing (NLP)
techniques, they found that
human generalisations are
not random; unsurprisingly,
they follow consistent, struc-
tured patterns that can be
predicted using existing NLP
methods. 

The researchers also eval-
uated how well di�erent
LLMs align with these hu-
man generalisations. They

tested several models for
this, including GPT-4, to see
if their performance matched
human expectations, and dis-
covered a paradox: larger,
more capable models like
GPT-4 often performed
worse in high-stakes scen-
arios, precisely because users
overestimated their capabil-
ities. In contrast, smaller
models sometimes aligned
better with human expecta-
tions, leading to more reli-
able deployment in critical
applications. 

The researchers used a
novel approach to evaluate
model alignment. Instead of
relying on fixed benchmarks,
they modelled the human de-
ployment distribution — the
set of tasks humans choose
based on their beliefs about
the model’s capabilities. This
method acknowledges that

real-world use depends not
just on the model’s abilities
but also on human percep-
tions of those abilities.

The findings of this re-
search are both fascinating
and cautionary. It highlights
that while larger LLMs have
impressive capabilities, their
misalignment with human
generalisations can lead to
significant deployment er-
rors. 

On the flip side, by under-
standing and modelling hu-
man generalisations, we can
better align LLMs with user
expectations. This could in-
volve developing better in-
terfaces that help users ac-
curately gauge a model’s
strengths and weaknesses or
creating more targeted train-
ing data that helps models
perform consistently across a
broader range of tasks. 

EXPECTATION VS REALITY

N. Nagaraj

ISTOCK.COM

The paradox of powerful AI: When bigger isn’t always better
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Q>r‘ X¡{ZH$ hoamëS>

gmdB©doao, {X. 4 … doao - dmKw_}
J«m_n§Mm`VrMr AÜ`m©da VhHy$~
Ho$bobr J«m_g^m AmO a{ddmar
nmo{bg ~§Xmo~ñVmV Pmbr. Joë`m
a{ddmar J«m_ñWm§H$Sy>Z {Xboë`m
AmJmD$ boIr àíZm§da n§Mm`V _§S>i
g_mYmZH$maH$ CÎmao XoD$ Z
eH$ë`mZo gXa J«m_g^m AÜ`m©daM
VhHy$~ H$aÊ`mV Ambr hmoVr. `m
J«m_g ôV J«m_ñWm§Zr ñWm{ZH$
àíZm§dê$Z n§Mm`V _§S>imbm Ymaoda
Yabo. {edm` _mJÀ`m J«m_g^m§V
J«m_ñWm§Zr _m§S>boë`m R>amdmg§~§Yr
n§Mm`V _§S>i H$m_m§Mm nmR>nwamdm
H$aV Zgë`mZo n§Mm`V g{H«$`
Zgë`mMm Amamon H$mhr J«m_ñWm§Zr
Ho$bm. H$mhr J«m_ñWm§Zr gan§Mmda
àíZm§Mr ga~Îmr H$ê$Z Ë`m§Zm H$m|S>rV
nH$S>bo. gìdm Xhm dmOVm gwê$
Pmbobr J«m_g^m eodQ>r H$er~er
nmdUo XmoZ dmOVm g§nbr.

`m g ôV gan§Mm emô m noaUr,
Cngan§M ~m~y JmdSo>, n§M gXñ`
ñdmVr nmbH$a, bmoMZ ZmB©H$,
ZdZmW dobH$mgH$a, Aj` ZmB©H$,
amohZ Vmar , g{Md àgmX ZmB©H$,
{ZarjH$ g§O` ZmB©H$, {Oëhm
n§Mm`V gXñ` {à`m Mmar CnpñWV
hmoË`m. gd©àW_ emô m noaUr `m§Zr
ñdmJV Ho$bo. `mZ§Va àgmX ZmB©H$
`m§Zr _mJrb J«m_g ôMm Ahdmb

gmXa Ho$bm.
`m g ôV aÔ~mVb H$aÊ`mV

Amboë`m {eVmoi Vù`mMm àH$ën
àíZ nwZü EH$Xm EoaUrda Ambm.
Am°ŠQ>mo~a 2023 _Ü ò Pmboë`m
{deof J«m_g ôV {eVmoi Vù`mMo
~m§YH$m_ aÔ H$aÊ`mMm R>amd g§_V
hmoD$Z AmO ZD$ _{hZo CbQ>bo
Varhr Vo gaH$maÀ`m A{YH¥$V
amOnÌmV AOyZ H$m Ambobo Zmhr.
Agm gdmb àH$me ZmB©H$ `m§Zr
CnpñWV Ho$bm. Ë`mda ObòmoV d
AÝ` g~§{YV ImË`m§Zm nÌ ì`dhma
Ho$bm Agë`mMo gan§Mm§Zr gm§{JVbo.
na§Vw n§Mm`VrZo ̀ m g§X^m©V H$moUVmhr
nmR>nwamdm Z Ho$ë`mZo VgoM `m
àH$ënmÀ`m ~m§YH$m_mdoir VmoS>Ê`mV
Ambobr PmSo> AOyZhr Ë`mM AdñWoV
Agë`mZo ZmJ[aH$ g§Vá ~Zbo d
n§Mm`V _§S>imbm Jmdm~Ôb H$gbrhr
AmË_r`Vm d g§doXZm Zgë`mMm
Amamonhr H$mhr J«m_ñWm§Zr Ho$bm. eodQ>r
gd© g§~§{YV ImË`m§Zm nÌ ì`dhma
H$ê$Z gXa àH$ën gaH$mar Xáar aÔ
Pmë`mMm boIr nwamdm hdm Agë`mMr
OmoaXma _mJUr J«m_ñWm§Zr Ho$br d
àH$ën OmJoV J«m_n§Mm`V d dZ ImVo
`m§À`mV\}$ PmSo> bmdyZ dZ _hmoËgd
gmOam H$amdm Agm R>amd KoÊ`mV
Ambm.

2021 - 22 _Ü ò gaH$maÀ`m
AmË_{Z ©̂a ̀ moOZo A§VJ©V n§Mm`Vrbm
XoÊ`mV Amboë`m 50 bmI én`m§À`m
AZwXmZ a¸$_ g§X^m©V n§Mm`VrZo ̀ m
a $̧_oMo H$m` Ho$bo? Ago àH$me ZmB©H$
`m§Zr {dMmabo AgVm gXa a¸$_
~±Ho$V E\$.S>r.V O_m H$ê$Z `m
a¸$_oMm dmna AOyZhr Ho$bm
Zgë`mMo gan§Mm§Zr gm§{JVbo.

Ë`m_wio J«m_g ôV H$mhr à_mUmV
Jm|YimMo dmVmdaU {Z_m©U Pmbo.
gaH$maZo JmdÀ`m {dH$mgmgmR>r
{Xbobr a¸$_ XmoZ df} CbQ>br  Varhr
{dZmdmna nSy>Z Agë`mZo
J«m_ñWm§H$Sy>Z ZmamOrMm gya C_Q>bm.
gXa a¸$_ n§Mm`V gaH$mabm naV
nmR>dUma  H$m ? Agmhr àý

J«m_ñWm§Zr CnpñWV Ho$bm. Ë`mda
JmdmVrb Or_gmR>r d Amamo½`
H|$ÐmgmR>r EH$ Imobr ~m§YyZ XoÊ`mMm
{dMma Agë`mMo n§Mm`V _§S>imZo
gm§{JVbo. Ë`mda gXa AZwXmZ a¸$_
JmdÀ`m {dYm`H$ {dH$mgmgmR>r Ëd[aV
dmnamdr ,Ago J«m_ñWm§Zr gy{MV Ho$bo.

gmo‘dma
5 Am°JñQ> 2024 5{d{dY

Q>r‘ X¡{ZH$ hoamëS

gmi, {X. 4 … ViU© òWrb lr
adiZmW XodñWmZ_Ü ò n{hë`m
lmdUr gmo_dma{Z{_Îm {X. 5 amoOr
{d{dY H$m ©̀H«$_mMo Am`moOZ H$aÊ`mV
Ambo Amho. e§H$a {^. ZmB©H$, gwaoe am.
amD$i, X`mZ§X {d.ZmB©H$, VrZe X.
À`mar d gmW©H$ {g. amD$i `m§À`m
`O_mZmImbr gH$mir lrM>aUr
A{^foH$ Ë¶mZ§Va VrW©àgmX Va
g§Ü`mH$mir 7.30 dmOVm ^OZ

g§Ü òMm ~hmaXma H$m ©̀H«$_ Am`mo{OV
Ho$bm Amho. 

`mV Jmo_§VH$mVrb gwà{gÕ Jm`H$
H$bmH$ma àH$me ZmB©H$, dmgwXod na~
d XÎmmam_ À`mar `m§Mo Jm`Z Va
Ë`m§Zm hm_m}{Z`_da AmZ§X ZmB©H$
VgoM V~ë`mda gw{dem§V ~moS}>H$a
ho g§JrV gmW H$aUma AmhoV. Var
AmnU gd© g§JrV a{gH$m§Zr
CnpñWV amhÿZ bm^ ¿`mdm, Ago
Am`moOH$mV\}$ H$i{dÊ`mV Ambo
Amho.

Q>r‘ X¡{ZH$ hoamëS> 

_S>Jmd, {X. 4 … gmgï>r VmbwŠ`mVrb
AmHo$-~m`e n§Mm`V g_ñ`m§Mr AmJa
~Zbr AgyZ, a{ddmar Pmboë`m J«m_g ôV
`m g_ñ`m§_wio ÌñV Pmboë`m J«m_ñWm§Mm
OZAmH«$moe EoH$m`bm {_imbm. n§Mm`V
joÌmVrb g_ñ`m gwQ>V ZmhrV, gan§M,
Cngan§M, n§M gXñ` J«m_g ôbm
CnpñWV amhV Zgë`mMm Xmdm H$arV
J«m_ñWm§Zr J«mg ôda ~{hîH$ma Q>mH$bm.
a{ddmar Pmboë`m J«m_g ôbm gan§M,
Cngan§Mm§ghrV 5 n§M gXñ` J¡ahOa
am{hbo. Ë`m_wio J«m_ñWm§Mm nmam OmñV
MT>bm. gan§Mm§Zr amOrZm_m {Xbm Va
Cngan§M aOoda Joë`mMr _m{hVr n§Mm`V
g{MdmZr {Xbr.J«m_g ôbm gan§M,
Cngan§Mm§ghrV nmM n§M gXñ` J¡ahOa
Agë`mMo nmhÿZ J«m_ñW g§Vmnbo.
J«m_ñWm§Zr n§Mm`V joÌmVrb g_ñ`m§Mm
nmT>m J«m_g ôV dmMbm d gan§M,
Cngan§M, n§M gXñ` J«m_g ôbm
CnpñWV amhV Zgë`mg g_ñ`m
_m§S>m`À`m Hw$UmH$So> Agm àíZ CnpñWV
H$arV J«m_g ôdaM ~{hîH$ma KmVbm.
Á ẁbr`mo \$Zmª{S>g ̀ m J«m_ñWmZo gm§{JVbo
H$s, n§Mm`V joÌmV AZoH$ g_ñ`m AmhoV.

n§Mm`V _§S>i g_ñ`m gmoS>dÊ`mg J§̂ ra
Zmhr. gan§M, Cngan§M d n§M gXñ` hr
J«m_g ôbm AZwnpñWV amhVmV. EHy$U
n§Mm`VrMm H$ma^ma gwê$ AgyZ, EHy$U ̀ m
àH$mam_wio J«m_g ôda ~{hîH$ma
KmbÊ`mMm {ZU©̀  J«m_ñWm§Zr KoVë`mMo
Á ẁbr`mo \$Zmª{S>g ̀ m§Zr
gm§{JVbo.*^Q>Š`m Hw$Í`m§Mr g_ñ`m Vrd«
-n|S>go_mZgr n|S>go åhUmë`m H$s, n§Mm`V
joÌmV BVa g_ñ`m§~amo~aM ̂ Q>Š`m

Hw$Í`m§Mr g_ñ`m Vrd« Amho. amÌr-AnamÌr
^Q>Ho$ Hw$Ìo dmhZMmbH$m§Zm OmñV H$ê$Z
XþMmH$s MmbH$m§Zm, nmXMmè`m§Zm Ìmg XoV
AgVmV d ZmJ[aH$m§da AmH«$_U H$arV
AgVmV, Mmdm KoV AgVmV. Amnë`m
^mdmbm Hw$Ìm Mmdë`mZo VrZ doim
B§OoŠeZ ¿`mdo bmJbo Va AmB©bm hr Hw$Ìm
Mmdbm. n§Mm`V joÌmVrb ̂ Q>Š`m Hw$Í`m§Mm
CnÐd H$_r H$aÊ`mgmR>r R>mog nmdbo
CMbUo JaOoMo Agë`mMo _mZgr n|S>go

åhUmë`m._mOr gan§M VWm n§M gXñ`
A{dZme gaXogmB© ̀ m§Zr gm§{JVbo H$s,
n§Mm`V joÌmV g_ñ`m dmT>ë`m AmhoV.
gan§M, Cngan§M J«m_g ôbm CnpñWV Z
am{hë`mZo J«m_ñW g§Vá ~Zbo. AmnU
gan§M AgVmZm n§Mm`VrMm H$ma^ma
gwairV gwê$ hmoVm. g_ñ`m gmoS>dÊ`mda
^a {Xbm OmV hmoVm. J«m_ñWm§À`m g_ñ`m
gmoS>dÊ`mgmR>rM bmoH$ Amåhmbm {ZdSy>Z
XoV AgVmV. _mÌ, ̀ m{R>H$mUr g_ñ`m

gwQ>V Zgë`mZo J«m_ñW ÌñV ~Zbo AmhoV.
H$mhrOU ZmhH$ Am_Xmam§da Amamon H$arV
AmhoV d Am_Xma H$m_ H$arV Zgë`mMo
åhUV AmhoV. _mÌ, Am_Xma Iyn
{H«$`merb AgyZ, H$mhr Pmbo H$s, YmdV
òV AgVmV. Zmdobr {dYmZg^m

_VXmag§KmVrb g_ñ`m gmoS>dÊ`mgmR>r
VËna AgVmV d amÌ§{Xdg H$m ©̀aV
Agë`mMo A{dZme gaXogmB© åhUmbo.
g{Md _mohZ JmdH$a ̀ m§Zr gm§{JVbo H$s,
gan§M àXrn AmMm ©̀ ̀ m§Zr amOrZm_m {Xbm
Amho Va Cngan§M ZVmem Am¾obmo S>m`g
aOoda AmhoV. Ë`m_wio J«m_g ôbm
CnpñWV amhÿ eH$boë`m ZmhrV.EH$m
J«m_ñWmZo gm§{JVbo H$s, n§Mm`V joÌ
g_ñ`m§Mo AmJa ~Zbo Amho. n§Mm`V joÌmV
H$Mam amerZr ̂ abobm Amho. {_iob {VWo
B_maVr, ~m§YH$m_o C^r amhV AmhoV.
_Q>U, {MH$Z em°n Hw$R>o WmQ>mdrV d AÝ`
XþH$mZo, ~mOma Hw$R>o WmQ>mdm, ̀ mbm H$mhrM
VmiV§Ì Zmhr. n§Mm`V _§Í`m§Zr ̀ m
n§Mm`VrÀ`m H$ma^mamda bj R>odmdo, Ago
`m J«m_ñWmZo gwMdbo.*XjVm {d^mJmH$So>
VH«$ma H$aUman§Mm`V joÌmVrb
~oH$m`Xoera H$m_mg§X^m©V XjVm
{d^mJmH$So> VH«$ma H$aÊ`mMm Bemam hr
J«m_ñWm§Zr {Xbm Amho.  

_S>Jmd: AmHo$-~m`e n§Mm`VrÀ`m J«m_g ôda ~{hîH$ma Q>mH$Ê`mnwdu g_ñ`m _m§S>VmZm J«m_ñW Á ẁbrdmo \$Zmª{S>g (^mñH$a XogmB© )

AmHo$-~m`e n§Mm`V J«m_g ôV J«m_ñWm§Mm OZAmH«$moe
J«m_g^oda J«m_ñWm§Mm ~{hîH$ma : gan§Mm§Mm amOrZm_m Va gan§M, Cngan§Mm§ghrV 5 n§M J¡ahOa 

{eVmoi àH$ënmMm àíZ nwÝhm EoaUrda!

gmdB©doao - doao - dmKw_} J«m_n§Mm`VrÀ`m VhHy$~ J«m_g^oV àý
_m§S>VmZm J«m_ñW. 

} n§Mm`V g{H«$` Zgë`mMm
Amamon

} doao - dmKw_}Mr J«m‘g^m
nmo{bg ~§Xmo~ñVmV nma

A_am` Vo Ywno añVm gwê$ H$am 
`m{edm` A_am` Vo Ywno hm ~§X Pmbobm A§VJ©V añVm gwê$ H$amdm, ìhr.
S>r gr. g{_Vr g{H«$` H$aUo, _YbmdmS>çmhÿZ dmhUmè`m AmohmoimMo
XþéñVr H$m_ Ëd[aV hmVr KoUo, gmdB©doao Vo nUOr qH$dm \$m|S>m  _mJ}
hmoUmar ~ggodm gwairV Zgë`mZo Ë`mV n§Mm`VrZo bj KmbyZ dmhVyH$
ì`dñWm gwairV H$amdr, BZS>moAa H«$sS>m g§Hw$bmMo Cd©[aV H$m_
bdH$amV bdH$a _mJu bmdmdo, 15 {dÎm A§VJ©V XmamoXmar H$Mam Jmoim
H$aÊ`mgmR>r n§Mm`VrZo nwT>mH$ma ¿`mdm BË`mXtMr J«m_ñWm§Zr OmoaXma
_mJUr Ho$br.

adiZmW XodñWmZ_Ü ò n{hë`m 
lmdUr gmo_dma{Z{_Îm H$m ©̀H«$_

Q>r‘ X¡{ZH$ hoamëS

nUOr, {X. 4 … _m¡im^mQ>r,
{VgdmS>r `oWrb à{VH$ H$bm
àm°S>ŠeÝgV\}$ g§ñWoÀ`m 12ì`m
dYm©nZ{XZm{Z{_Îm _{hbm§gmR>r
n{hbr nma§n[aH$ doe^yfm ñnYm©
Om{ha H$aÊ`mV Ambr Amho. 

a{ddma 11 amoOr g§Ü`mH$mir 4
dmOVm AbI {Za§OZ JwéXod XÎm
_R> nmio {eaXmoZ `oWo Vr KoÊ`mV
`oB©b. ñnY}Mo {Z`_, Zm|XUr
g§X^m©V 7499460640 `m

H«$_m§H$mda g§nH©$ gmYVm `oB©b.
Xaå`mZ dYm©nZ{XZ gmohù`mV,
amOrd H$bm _§{Xa \$m|S>m Am`mo{OV
ñd. {H$emoarVmB© hiXUH$a ñ_¥Vr
9ì`m _{hbm g§JrV ZmQ>ç ñnY}V
{ÛVr` nm[aVmo{fH$ àmá H$YrVar
H$moR> oVar ZmQ>H$mVrb _{hbm
H$bmH$mam§Mm Jm¡ad H$aÊ`mV ̀ oUma
Amho. VgoM ñWm{ZH$ ^OZr
_{hbm H$bmH$ma d g_mO go{dH$m
{_iyZ 20 OUtMm gËH$ma
H$aÊ`mV ̀ oUma Agë`mMo g§ñWoMo
AÜ`j H¥$îUZmW ZmB©H$ `m§Zr
H$i{dbo Amho.

à{VH$ H$bm àm°S>ŠeÝgV\} 
11 amoOr doe ŷfm ñnYm©
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A couple of weeks back, 
through the Citizen 
Herald column I had 

written about rumbler 
strips near Goa Shipyard in 
Vasco causing great incon- venience to the residents of 

the houses along the road. 
The loud sound produced 

when vehicles, especially 
heavy vehicles, passed over 
the strips would disturb 
the public in the area. Sev-

eral houses also developed 
large cracks on the walls. It 
is gratifying to note that the 
authorities concerned have 
taken note of the same and 
removed the rumblers.

Rumbler strips in Vasco which 
caused inconvenience removed

CITIZEN
ADELMO FERNANDES

Vasco

The railway stations 
in Goa need signifi-
cant improvements. 

As a popular tourist des-
tination, Goa attracts a 
large number of visitors 
who arrive by train. How-
ever, certain areas re-
quire attention. 

The platforms are in-
adequately lit and only 
partially covered, leav-
ing passengers exposed 
to the elements. It is 
important to consider 
prioritizing essential 
facility enhancements 
over other upgrades. 
The station remodelling 
and upgrade plan should 
emphasize providing 
proper roofing over the 
platforms. The Konkan 
Railway should focus on 
improving basic amen-
ities such as platforms, 
roofing, lighting, bench-
es, and fans across all 
stations, with particular 
attention to those in Goa. 

Addressing the chal-
lenge of limited halt 
times for trains, it would 
be beneficial to consider 
deploying more vendors 
to serve all train com-
partments, particularly 
the unreserved ones.

Moreover, finding as-
sistance from porters, 
especially during night 
time, pose difficulties 
for passengers, particu-
larly senior citizens. 
One potential solution 
could be the develop-
ment of a user-friendly 
digital application, re-
sembling Ola or Uber, 
which would allow pas-
sengers to conveniently 
book porters at specific 
stations. We understand 
that the railway system 
is a vital lifeline for In-
dia, serving thousands 

Recently on my 
way to Panjim, I 
went to this SBI 

ATM near Krishnjraj 
Chemist and Druggist in 
Porvorim to withdraw 
some cash. 

I once again found 
both the ATM machines 
out of order. I wonder 
if the authorities are 
checking on this failure?  
Why is the facility ne-
glected by the SBI? 

Will the officers in-

ATMs in Porvorim
out of order

charge check and repair the 
ATMs on priority basis as 
the SBI is one of the leading 
national banks in our coun-
try and such poor service 
for a lengthy period is not 
acceptable.

CITIZEN
GREGORY E DSOUZA

Siolim

Festering state of 
SGPDA market

The SGPDA market in 
Margao is where half 
of South Goa buys 

it's fruits and vegetables 
from but the conditions 
there are pathetic . Choked 
drains without covers, dis-
carded crates, plastic bags, 
overflowing sewerage 
manholes, stagnant water, 
cattle feasting on rotting 
produce, etc are indeed un-
pleasant sights.

Visiting the market is an 
exercise fraught with dan-
ger which entails dodging 

feral dogs, cats, mosquitoes 
and bovines.

The interiors of the mar-
ket too are very unhygienic 
too. The Margao Munici-
pality should deploy san-
itation staff to maintain 
hygiene in the area as it 
regulary collects hefty tax-
es and other charges from 
the shop keepers there. 

CITIZEN
REKHA SARIN TREHAN

Benaulim

of people daily, and as 
such, there will always 
be high expectations 
placed on the railways.

Railway stations in Goa need improvement
CITIZEN

K H VORA
Caranzalem

I am a commuter of KTC 
bus plying from Margao 
to Saligao and since July, 

the Corporation has discon-
tinued with the concessional 
pass schemes and 
hence the amount 
that I spent on my 
bus fare surpass-
es the travelling 
allowance availed 
by me, which is 
again not worthy 
as the service pro-
vided by KTC is 
below average.

Come rain, and 
the buses are 
leaking; the seats 
are full of dog fur 
and not to men-
tion about the half 
empty alcohol bot-
tles found some-
times beneath the 
seats. There are 
occasions when 
the commuters are 
thrown off the seat due to bad 
roads and reckless driving. 
The buses are rattling due to 
lack of proper maintenance.

Further, it is quiet depres-
sive to see that in this digital 
age, passes issued by the KTC 
are in hard copy and difficult 
to carry and maintain for 
the entire month. There’s no 
provision to renew it online 
and the counters are closed 
by 6 pm. On every occasion, 
KTC personnel behind the 

counter demand fresh copy 
of the photo and the presence 
of the pass holder for signa-
ture. This seems to be absurd 
as there’s no concession, it 
makes hardly any difference 
so as who approaches to re-
new the pass; whichever way 
the money shall be deposited 
in the Government treasury.  

In view of this, I request the 
concerned authority to inter-
vene into the matter and help 
the STATE to excel its state.

Difficulties faced by 
KTC commuters

CITIZEN
GUADALUPE DIAS

Margao

Margao bus stand 
is a disgrace

The Margao KTC 
stand and the area 
around it has lit-

erally gone to the dogs.  
Broken pavements, mi-
grants sleeping around, 
stray dogs and water 
stagnating at various 
places has made the 
place a perfect breeding 
ground for mosquitoes. 

The government seems 
to have no concern about 
the upkeep of this public 

infrastructure supported 
by taxpayer's money. 

The last time the Goa 
government swung into 
action to clean up the place 
was when Modi came visit-
ing during the elections. 

May be he should be invit-
ed once more. A disgrace !!

CITIZEN
VINAY DWIVEDI

Benaulim

The road opposite 
Devashri Darshan 
Coop Society needs 

attention. It was  dug up for 
laying cables and today  it 
is completely damaged.  

Two wheeler riders find 
it difficult to negotiate 
through damaged road 
every time  rain water gets 

accumulated in it. 
At night it is all the more 

difficult to ride along the 
route in the absence of 
street lights.

Mangor hill road in 
bad condition

CITIZEN
RAJU RAMAMURTHY

Vasco

The service lanes/
roads which normally 
run parallel along the 

national highways are pri-
marily made for vehicles to 
make a quick getaway from 
the main lanes in case of a 
breakdown so that other 
fast moving traffic is not 
blocked and create a jam 
and secondly for other ve-

hicles to take to the bylanes 
which leads to the interior 
villages which otherwise 
have to take a long detour 
to reach there.

But most of the time, 

these service roads are used 
for parking heavy vehicles/
buses making it difficult for 
other vehicles to pass spe-
cially during the night.

 These service roads 
are firstly not very broad 
and when huge trucks are 
parked this way, it is asking 
for trouble specially along 
the Nuvem/Verna stretch 

of the NH66. Another area 
of concern is the Eastern 
bypass going from Nuvem 
to Arlem junction where 
numerous outstation heavy 
duty trucks are parked on 
both sides of this two lane 
bypass which is not well 
illuminated. Will the au-
thorities take cognisance of 
these illegalities? 

Stop parking vehicles on service roads
CITIZEN

LUCAS D'SOUZA 
Verna

citizenherald
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